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1. Statement of the problem.

Consider a final oriented generalized network G = (I,U), |U]| > |I|, with
a set of nodes I and a set of arcs U, without multiple arcs and loops. Let I* C [/
be the subset of nodes with variable intensities +z;, I* # @, sign(i) = 1,
if i € I, sign(i) = =1, ifi e I*, I}, It CI*, I; NI =@. T\ I"is the
subset of nodes with constant intensities a;, 7 € I\ I*. Let us introduce the
characteristic ¢; for nodes i € I, which means the expense of increasing the
manufacturing of product by one unit, if i € I'f, and the expense of storing a
unit of product, if 4 € I*. Other characteristics are traditional: d;; — capacity
of arc (¢,7); zi; — a flow along the same arc; ¢;; — cost of a unit transportation
of flow along arc (4,7), pij — a flow transformation coefficient for arc (i, j),
g €10,1], (i) € ULF(U) = {5+ (i,4) € UV I (U) = {j : (G 1) € U}, buis b}
— the lower and upper bounds of the intensity ;, i € I. Consider the following
extreme problem on the generalized network G:

(1) p(z) = Z CijTij + Z ciz; — min,
(i,5)eU iel*

: B | wysign(i), i€ I7

@ S - 3w ={ MR

jelt(u) JeI - (U)
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(3) 3 Wty + Y Am =P p=Tg4

(i j)er iel*

(4) 0 < @45 < dij, (i,j) elU, by<zi<bj, i€ I*

Vector w = (w45, (i,)) € U, @;,1 € I") is called a plan, if it satisfies
restrictions (2) - (4), (x € X — a set of plans). The plan z° € X is optimal, if
dz® = minde, v € X, ¢ = (¢, (4,§) € U, ¢, i € I*). A suboptimal plan zf =
(xfj, (i,7) € U, %, i € I* is defined by the inequality ¢'z® — 2% < ¢, 2° € X,
where € > 0 is a given precision. The totality {z, K} of a plan z and a support
K is called a basic plan. The pair K = {Ug, I}, } can be represented as a direct
sum of R = {Ug, I} and W = {Uw, I};;} with the properties given in [1, 2, 5].
Let N = {Un; I} }, Uy = U\ Uk, I}, =I*\ Ix.

2. The dual problem.
The dual problem for problem (1) - (4) looks like

Z ailYk + Z ﬁpr + Z O Z a; tz Z d‘ijvij — max,

(=T AV ier el (i,5)el

q
Yi — Hij¥j — Vi + Z)\?j—’rp < @j; (7)€l
. =1
(5) = ok
—yisign(i) + wi — t; + Z,\fjfp =c¢, i €1,
p=1
Uij > 01 (%J) & Ui (@ =2 01 wi = Ua i€ "
Vector X = (gyridne)y, o= i €d)y 7= (gywp= 1) t=
(tiyi € I*), w = (wii € I*), v = (v;(i,j) € U) , satisfying all the re-
strictions of problem (5), is called a dual plan, A € A, where A is the set of

dual plans. For every dual plan A € A we consider a corresponding co-plan
5’ 0= (51_}‘ (31.}) e U, 6';;_, = I*):

'3 q
85 = i — Y+ pughyy — > Noirp, (4,5) €U, 8 = ¢+ yisign(i) — Y _ Mry, i € I*
p=1 p=1
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In the support methods, that use the adaptive norm [4], accompanying co-plans
are defined as follows:
bi; = Dij, (4,) €U, &=25; i€l

4 q
By =805 — er Py (1p) €EUN, By=A,- 1Al yeIf,
=] p=1

b s B s Tl S B2 e ot

(1,7)€UR €Uy (i) EUR €U,
M= A AR P = (71,750 s Pa)y T =T = (15, p=T1,8); Awr = (Atwys M)y
Aw, = (A2,, p=1,g; (1,0) € Uw), Aw, = (A%, p=T,q,7 € Iyy),
= Y MNP+ NEPFAR, A= Y ML) AT 4
(i,7)eUR 1€l (1,7)€UR ety

The columns of matrices Sw = (0-4, (1, p) € Uw; 64, v € I}y) and Sy =
(0rp: (Typ) € Un; 6y, ¥ € Iy), being put together, form the basis of the solution
space for the homogeneous system corresponding to (2) [1]. Since K is a support,
det Aw # 0 [1].

Further we consider only accompanying co-plans. Alongside with the co-
plan 8, we introduce another co-plan 6 = (61-3-4-/_\.6@3-, (2,4) € U; &+ 400, i € IY),

DG = — (D8 — pi; NG, Z,\ Ay, (4, 5) €U),

q
A6 = Ayisign(i) — Z)\fﬂ.rp, ved.
p=1
3. Decomposition of linear system for pseudo-plan calculation.

Let {4, K} be a support co-plan. We construct the pseudo-plan & =
(45, (i,4) € U; ey, i € I'), applying the algorithms for linear systems decom-
position [1] and using the support co-plan {4, K} as follows. We construct the
components of the vector ey = (&, (1,j) € Un; ey, 1 € I)) satisfying the
optimality criterion [1, 2] :

gy =0, if Ay > 0; ;= buiy if 8 >0;
2y € [0,dy;], if Zij =0; (4,§) € Un; @ € [by, b7], if 51‘ =05 (3,7) € Un.
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Since K is a support, det Ay # 0. The components of ey = (2, (7, p)
€ Uw: &+, v € I}},) are uniquely computed from the system:

AWEEW" = ﬁa
B=(Pp=T4)FP=—- Y ~AMewe,— > A=,
(rp)ely TEUN
a=p- > Nw;-Y NE,p=Ig,
(i,J)€UR kelf

where & = (&;;. (i,j) € U; &;,1 € I*) — any particular solution of system
(2). Using network properties of the solution space basis [1, 3, 5] of the ho-
mogeneous system corresponding to (2), we compute the components of vector
&R = (mrp (T: 19) € Ug; By, TV E 1}:’_)

@ = Z aané-;.}o . Z 3331,(5:; + éé?ﬁjs (?1}) € U,
() €U\UR VEIN

&y = Z an(‘)‘:p -+ Z m«,&? + &1 € Ip
(rp)elU\Ug yel*\I§

The worst case complexity of finding a partial solution is O(|I| + |I*]).

4. Numerical experiments.

The key parameters of the problems are submitted in Table 1. Results of
numerical experiments of the solution of linear systems with the use of the stated
principles of decomposition are submitted in Table 2. At construction of the
particular solution by means of the package " MATLAB 6.1” for achievement
of the maximal productivity the built - in functions of a nucleus and technology
of rarefied matrixes were used. Testing was carried out on a personal computer
of the following configuration: the CENTRAL PROCESSING UNIT - Duron
1000 MHz, the RAM - 256 Mb, OS - Windows 2000. Time of construction of
solutions is specified in seconds. The symbol ¥ - means, for construction of
the system solution of specified size with the use of the package " MATLAB
6.1 not enough operative memory (Out Of Memory error).

5. Linear system decomposition algorithms for dual suitable
direction calculation.

If the support K is not an optimum [1, 2] and the support plan {z, K}
is dually nonsingular (4;; # 0, (é,j) € Uy, 6; # 0, i € I}), then there exists a
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Table 1: Table 1. The input data.

Number | Number | Number | Number Number | Number of
of the of of of Variable of Additional

Problem | Nodes Arcs | Intensities | Unknowns | Restrictions

I 100 396 10 3974 20

2 300 2431 20 2451 128

3 500 2903 0 2903 50

4 1500 4859 0 4859 100

5 1000 50912 0 50912 10

6 8000 72477 0 72477 10

7 10000 | 119781 9 119790 64

8 30000 | 262848 0 262848 10

9 2000 | 402206 0 402206 10

10 10000 | 510559 0 510559 10

Table 2: Table 2. Results of numerical experiments.
Number Time for Time for Time for
of the | Construction of | Construction of the | Construction of the
Problem | the Support | Particular Solution | Particular Solution
(C++) (C++) (MATLAB)

1 0 0,01 4,12

2 0 0,17 5,29

3 0 0,05 5,68

4 0,01 0.31 70,24

5 0,03 0,211 =

6 0,06 1,33 -

7 0.081 22,84 -

8 0,2 5,29 =

9 0,31 5,07 -

10 0,4 7.45 =

25
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variation Ad of the co-plan 4 which leads to an increase in the dual objective
function [4]. As a result of changing one support component d;,;, or d;,, the
nonsupport components of the increment Ady = (Ady. (i,7) € Un, LAdy, i €
I},) change, too. In the adaptive algorithms [4] two variants for construction of a
dual suitable direction A4 for changing the dual objective function are possible.

1) Let (4p,jo) be a critical arc (on which the limit of the flow Z;; (0V diyj,) is
achieved). We construct the support components of the direction Adx =
(DG4, (1,7) € Ug; Dby, i € I, as follows:

—%; if Tigjo = dinjo!
Abinjo = Adij =0, (i,7) € Uk \ (io, Jo), ;i =0, ¢ € I,
1 i3E Ty = 0,

2) Let ig be a critical node (on which the limit of the component is achieved
Tiy (Tiy = by, VbY)). We construct the support components of the direction
Dby = (Adyy, (1,7) € Uk; Ady, i € Iy) by the rules:

-1, if Fyy= b:o.

Aéﬁﬂ = Aé?j‘ = OJ (?’:J) € UK: Aal = 0: (A< I;{ \ io
1, if Ty = bﬂ:q!

We put a = A, if arc (0, jo) is critical. If node ig is critical, we put
a = Ad;,. We consider case 1). The support components Adx = (Ad;;, (¢,7) €
Uk; Adjyi € Ij) of the increment Ad = (Ady,, (i,7) € Uk; Adj,i € Iy) satisfy
the system:

Dbigze = —(Dttiy — pigio L uzy + Z A Drp) =

p=1

(6)  Ady = —(Luy — uagmﬁz LAry) =0, (i, §) € Uk \ (i0, Jo),
p=1

q
Ay = Augsign(i) — Y NArp) =0, i€ If
p=1
In the case of 2), support components
Adg = (Ady;, (i,7) € Uk; Adi,i € I}) of the increment
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Ad = (Adi;, (1,7) € Uk; Ady,1 € Iy ) satisfy the system:

q

ANy, = Auggsign(ip) — Z )\foz_\rp =&
p=1
q
(7) Nbij = —(Du; — pig Auj+ Y M Arp) =0, (i, j) € Uk,

p=1

q
Ab; = Dugsign(i) — Y MAr, =0, i € I\
p=1

Let us introduce effective algorithms for constructing the solution of sys-
tems (6), (7). These algorithms are based on the principles of decomposition of
system equations in its network and general parts [5]. We consider elements from
the totality of sets W = (Uw, I}y;) . To every element (7,p) € Uy or v € Iy,
there corresponds a characteristic vector d(, p) or 6(v), &(r, p) = (9;/, (i, 7) € U;
&P e I'), 8(v) = (5;73-,(3',_;5) € U;d],i € I'*) [5]. We perform the following
transformations of equations (6). Consider a characteristic vector d(7, p). We
multiply every equation of system (6), corresponding to arc (i,j) € Uk, by
a nonzero component 6;" # 0 of vector 6(7,p). Similarly, every equation of
system (6) which corresponds to node i € I}, is multiplied by a nonzero com-
ponent 8.7 # 0 of the vector §(r,p). Then we add up the received equalities.
For any characteristic vector §(y) = (J'fj, (i,5) € U;8],i € I*), generated by
node vy, we multiply every equation of system (6) which corresponds to an arc
(1,7) € Uk, by a nonzero component 6;73 # 0 and, every equation of system
(6) which corresponds to a node i € I}, we multiply by a nonzero component
4. # 0 of vector d(7). Then we sum up the received equalities. Let us perform
the specified transformations of system (6) for all elements of the totality of sets
W = (Uw, Iy ):

i
8 ) AL Arp,=—adll, (r,p) € U, Y ABAr, = —ab] . v € Iy,
p=1 p=1

M= X NP LN = 3 8+ T+,

(i.J)eUr iely (i,7)eUR ielf,
Let us present (8) in a matrix-vector form:

(9) AywAr=a, a=(-ad”

19d0”

(1,0) € Uw; —ad] ; ,v € Iy),

1030
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AM-’ = (AE-VL y A“"z): AVV[ = (qu‘p!p = ma (T: -0) € UVI"}!
Ay = (2, p=T;3,ve Iy,

The totality of sets K = {Ug.I}} is a support of network G for system (2),
(3), hence, matrix Ay is nonsingular. From system (9) we compute Ar, Ar =
(Ay) '

Consider system (7). We perform transformations of system (7) for all
elements of the totality W = (Uw, Ijy):

(10) ZArpArp = —adl’, (r,p) € Uw, ZA?’A% = —ad] , v € Ly,
p=1

Let us represent (10) in a matrix-vector form:
(11) A’;:VA?‘ =@, a= (= aémp’ ( ,P) € Uw; “'Q‘S;"D:FY € Ilt'l/')

The totality of sets K = {U, I}, } is a support of the network G for system (2),
(3), and hence, matrix Ay is nonsingular. From system (11) we compute Ar,
Kr= (Al @. '

Components of vector Ady = (Adsy, (1,p) € Uy; Ady, 7 € I}’{,) are
computed from the relation Ady = —AlyAr — at, where t = (5;’10 (t.p) €
Un; 5?;}-0, v € Iy), if arc (ip,jo) is critical. If node ig is critical, vector t =
(6:‘010‘ (Tﬂ P) € UN; 52;! o € I}l\?): AN — (ANlaﬁNz)? A-Nl s (Agﬁﬂ = I—Q: (Tv P) L=
UN): AN; = (Agw pP= m: N E Ij*v)
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